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Abstract— Higher education has been increasingly 

popular among students globally in recent years. 

However, applying for post-graduation courses may 

be difficult, and many students are uncertain about 

which colleges to seek, which foreign tests to take, 

and what cut off grades are necessary. Many new 

graduates are confused with the admission standards 

and procedures, and they may have to pay a large 

amount of money to consultancies to assist them in 

determining their chances of admission. The 

restricted number of colleges that a human consultant 

may assess, on the other hand, can result in biased 

and inaccurate recommendations. To address these 

concerns, this article compares three regression 

model learning methods, including random forest 

regression, support vector regression and linear 

regression that estimates a student's chance of 

admission to their selected colleges based on their 

profile. The main goal is to help graduates discover 

and target colleges most suited to their profiles. The 

study aims to find the best accurate and error-free 

model for predicting post-graduation admission. [1] 
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I. INTRODUCTION 

Machine Learning (ML) has high potential use in 

science and technology, with several applications. In 

the educational field, machine learning (ML) plays a 

vital role in predicting student performance and 

enhancing academic outcomes. Its predictive 

capabilities have the potential to revolutionize and 

transform the educational landscape, enabling 

students to make informed decisions about their 

career paths. For instance, when considering a 

master's degree, students often struggle to identify 

suitable universities. Admission to these universities 

may also entail meeting specific requirements and 

achieving minimum marks. [5] 

    Machine learning and intelligent technology can 

facilitate this process by providing students with 

relevant information and support to help them 

determine their chances of being accepted into a 

particular program by predictive modeling 

approaches. Machine learning algorithms have been 

extensively used in predictive modeling in recent 

years. The efficacy of three such algorithms is 

assessed in this study: Random Forest Regression 

(RFR), Support Vector Regression (SVR) and Linear 

Regression (LR). 

     This research paper analyzes the performance of 

these three algorithms in predicting the chance of 

admission of graduate students, using the students' 

profiles as input. The goal is to determine which 

algorithm produces the most accurate results and 

which can be recommended for use in future work. 

[4] 

     The following is the paper's outline: Section II 

provides basic definitions. Section III focuses on the 

three predictive models analysis. Section IV 

summarizes our consideration of the three models. 

Section V presents the conclusions and suggests 

future study directions. 

II. BASIC DEFINITIONS 

Algorithms 

There are several Machine Learning methods for 

predictive modeling. The methods utilized for study 

in this paper, which include Random Forest 

Regression (RFR), Support Vector Regression (SVR) 

and Linear Regression (LR), will be presented in the 

following sections. 
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Random Forest Regression (RFR) is a predictive 

modeling machine learning (ML) technique. It is a 

version of the random forest algorithm, which is an 

ensemble learning approach for making predictions 

that mix several decision trees. Because of its 

capacity to handle both continuous and categorical 

input data, it is a popular choice for predictive 

modeling across a wide range of fields.  

Linear Regression (LR) [2][6] is a type of machine 

learning algorithm that is often applied to regression 

tasks in predictive modeling. The primary objective 

of this algorithm is to establish a connection between 

one or more independent variables and a dependent 

variable. To achieve this, the algorithm utilizes a 

linear equation to create a model that approximates 

the relationship between the input and output 

variables, with the purpose of reducing the difference 

between the expected and actual results. It involves 

determining a straight line of regression that passes 

through a given set of points. 

Support Vector Regression (SVR) [2][3] is another 

well-known Machine Learning approach that may be 

used for both classification and regression. With a 

few modifications, it is comparable to Linear 

Regression. SVR allows us to determine how much 

error is acceptable in the prediction model and choose 

an appropriate line for the data.

 

 

III. LITERATURE REVIEW 

 

Sr 

No. 

Parameters Random Forest 

Regression (RFR) 

Linear Regression 

(LR) 

Support Vector 

Regression (SVR) 

1 Proposed by/ 

Inventor name 

Leo Breiman and 

Adele Cutler [11] 

Sir Galton and Karl 

Pearson [14] 

Drucker et al [10] 

2 Year 200 1903 [15] 1997 [10] 

3 Strength Strength rests in its 

ability to minimize 

prediction error 

variation by combining 

forecasts from many 

decision trees. 

It is a simple model that 

can be used for various 

issues and trained 

quickly on large 

datasets. 

It is robust to outliers, 

can accurately predict 

outcomes for new, 

unseen data, and have 

control over model 

complexity. 

4 Advantages * Highly robust to both 

noisy and missing data.                  

* Capable of sorting 

through a vast number 

of features and 

determining which 

ones are most crucial 

for prediction. 

* It is effective when the 

connection between the 

dependent and 

independent variables is 

linear.  

* The interpretation of 

the results requires 

minimal mathematical 

understanding.  

* It is computationally 

efficient. 

* Its computational 

complexity is 

independent of the 

dimensions of the input 

space. 

* It has superior 

prediction accuracy and 

generalization skills. [7] 
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5 Disadvantages * The results might be 

challenging to 

interpret.  

* Working with a large 

number of trees and 

characteristics can be 

computationally 

expensive. 

* Assumes that there is a 

linear relationship 

between the independent 

and dependent variables.  

* Sensitive to outliers in 

the data. 

* It is a complex 

algorithm to implement.  

* Selecting the correct 

kernel function can be 

difficult and requires 

expertise.  

* It is computationally 

intensive. 

6 Applications * Predicting student 

performance 

* Course 

recommendations 

* Identifying factors 

that affect student 

success. 

* Predicting student 

retention 

* Predictive modeling  

* Resource allocation 

* Curriculum 

development  

* Institutional research 

* Predicting academic 

performance  

* Recommender 

systems  

* Education policy  

* Adaptive learning 

7 Limitations It may not perform 

well with high-

dimensional data. It is 

not suitable for 

problems when the 

target variable is highly 

skewed or 

imbalanced.[8] 

It assumes that the 

connection between the 

input and output 

variables is linear and 

sensitive to outliers in 

the data.[13] 

It requires a good 

understanding of the 

data and careful 

selection of the kernel 

function and the 

hyperparameters. 

8 Challenges * The model does not 

generalize well to new, 

unseen data.  

* Difficulty in 

interpreting the results. 

* Computationally 

expensive which limits 

its use in some 

applications.  

* Assumption of 

linearity  

* Overfitting occurs 

when the model is too 

complex.  

* It assumes that the 

error terms are normally 

distributed with a 

constant variance. 

Violation of this 

assumption leads to 

biased estimates and 

unreliable predictions. 

* Computationally 

intensive  

* It is often difficult to 

interpret the results. 

* Sensitive to lack of 

data to train the model 

or when the data is 

noisy or contains 

outliers. 
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9 Future Direction Research to optimize 

the model's 

hyperparameters, such 

as the number of trees 

and each tree's 

maximum depth. 

Incorporating 

explainable AI 

approaches can assist 

to give insights into 

essential elements in 

deciding admission 

possibilities, which can 

benefit both students 

and institutions. 

Incorporate advanced 

feature selection 

techniques to determine 

the most relevant 

predictors.   

Combining linear 

regression with machine 

learning techniques, 

such as decision trees or 

neural networks. 

Future research could 

focus on developing 

more efficient 

algorithms that can 

handle larger datasets 

and improve the 

performance of SVR. 

IV. DISCUSSION 

Accuracy: When it comes to forecasting a student's 

chances of admission to a post-graduation program, all 

three models can attain high levels of accuracy if 

properly trained and calibrated. However, in this 

particular application, Support Vector Regression 

(SVR) outperformed both Linear Regression (LR) and 

Random Forest Regression (RFR) in various 

regression tasks. This is due to SVR's capacity to 

determine the best decision boundary and more 

efficiently handle high-dimensional input, resulting in 

more accurate predictions. [7][8][9] 

Interpretability: In terms of interpretability, Linear 

Regression frequently outperforms both Random 

Forest Regression (RFR) and Support Vector 

Regression (SVR). This is due to the fact that Linear 

Regression provides a coefficient to each input 

variable, which may be used to calculate the influence 

of each variable on the output. [7][8][9] 

Training Time: When predicting the chance of 

admission for post-graduation programs, it is 

important to consider the training time required for 

different models. In this regard, Support Vector 

Regression may not be the most efficient option, 

particularly when dealing with large datasets. Support 

Vector Regression training can be time-consuming and 

take longer than both Linear Regression and Random 

Forest, with Linear Regression requiring the most 

training time. [7][8][9] 

Handling Missing Data: When predicting the chance 

of admission for post-graduation programs, both 

Support Vector Regression and Linear Regression 

offer techniques for dealing with missing data, 

including imputing or removing the missing values. In 

contrast, Random Forest Regression can also handle 

missing data, but it requires imputing or removing the 

missing values before training the model. Therefore, 

when working with admission prediction systems, 

Support Vector Regression and Linear Regression may 

offer more flexibility in handling missing data 

compared to Random Forest Regression. [7][8][9] 

V. CONCLUSION AND FUTURE WORK 

Based on the discussion of the three prediction model 

analysis - Linear Regression (LR), Support Vector 

Regression (SVM) and Random Forest Regression 

(RFR), we can conclude that all three models are 

capable of predicting the chances of admission to 

postgraduate programs with a reasonable degree of 

accuracy. The accuracy of the forecasts is determined 

by the data and the characteristics used to train the 

models.  

     If accuracy is your primary concern, SVM may be 

the prominent option; however, if interpretability is 

critical, LR may be the best option. RFR may be a 

wise choice if high levels of accuracy and robustness 

are required. The best model option will eventually 
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be determined by the specific requirements of the 

work and the data available.  

     According to our research, SVR was discovered to 

be effective since it can handle both linear and non-

linear data and works well with high-dimensional 

data. It may also be configured to optimize for 

several performance metrics such as precision, 

recall, accuracy, and F1 score. So, the purpose of  

 

this paper is to develop software in the future that 

uses machine learning, namely Support Vector 

Regression, to help students learn about the 

possibilities for post-graduation admission and to 

assist them in recognizing and targeting colleges that 

match their profiles. [1]  
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