
 

 

© INTERNATIONAL JOURNAL FOR RESEARCH PUBLICATION & SEMINAR 

ISSN: 2278-6848   |   Volume:  14  Issue: 02    |  April  -  June   2023 

Paper is available at   http://www.jrps.in    |    Email : info@jrps.in 

Refereed & Peer Reviewed 
 

68 

 

SPAM DETECTION ON SOCIAL MEDIA USING HYBRID ALGORITHM 

Raghuveer Pahade1, Dr. Pankaj Richariya2 
1
Research Scholar, Department of CSE, BITS, Bhopal, 

 
2
HOD, Department of CSE, BITS, Bhopal 

Abstract 

This work presents a comprehensive study on the detection of YouTube Spam comments. The study was aimed at 

investigating the impact of using machine learning algorithms on the accuracy of detecting spam comments. The study 

used a dataset of YouTube comments collected from Kaggle sources and underwent a pre-processing stage to ensure 

the data was in a format suitable for analysis. Three machine learning algorithms were used to build models for the 

classification of YouTube comments as spam or not, these algorithms include Logistic Regression, Random Forest, 

and Ada Boost Classifier. Additionally, a hybrid model was developed by combining the best-performing base models, 

Random Forest, Logistic Regression,  and Ada Boost Classifier using a voting classifier. 

The models were evaluated using three evaluation metrics: accuracy, precision, and recall. The results showed that 

the hybrid model outperformed the other models, achieving an accuracy of 97.8%, precision of 99.9% and recall of 

95.9%. The study also compares the results with existing work and found that the proposed hybrid model achieved 

higher precision, accuracy, and recall. The study concludes that the use of a hybrid model is a suitable solution for 

detecting YouTube spam comments and provides promising results. 

However, the study also acknowledges that there are limitations in the study, including the limited size of the dataset 

and the limitations of machine learning algorithms used. Future work includes exploring alternative machine learning 

algorithms and increasing the size of the dataset to further improve an accuracy of the spam detection. Overall, the 

results of this study have implications for the development of more robust and the effective spam detection systems 

for YouTube comments. 
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1. Introduction 

Spam detection on social media platforms has become an increasingly important issue in recent years. Social media 

has transformed the way people communicate and share information, but it has also become a platform for the spread 

of spam. This spam can take many forms, including commercial promotions, phishing scams, and fake news. Spam 

not only affects the user experience but can also pose a threat to the security and privacy of users.  

Spam on social media platforms has become a growing problem in recent years. Social media platforms, like Twitter, 

Facebook, and YouTube, have millions of users who generate a vast amount of content, including comments, posts, 

and messages. YouTube was launched in 2005 and is a website where users may upload and share videos. More than 

2 billion people use it every month, making it one of the most visited websites ever. Users can upload, share, and view 

videos on a wide range of topics, including music, entertainment, education, and news. In addition to videos, YouTube 

also allows users to comment on videos and interact with one another through its social media-like features. The 

platform has become an important source of information, entertainment, and communication for people all over the 

world and has had a profound impact on the way we consume and share media. Despite its popularity and importance, 

YouTube also faces a number of challenges, including the proliferation of spam and inappropriate content, which has 
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raised concerns about the quality and reliability of the information shared on the platform. However, this increase in 

user-generated content has also led to the proliferation of spam. 

There are various approaches that have been proposed for detecting spam on YouTube, including rule-based methods, 

machine learning techniques, and hybrid approaches that combine multiple methods.  

• Rule-based approach: This approach uses a set of predefined rules and heuristics to identify and flag comments 

that are likely to be spam. The rules may include checking for specific keywords, patterns in the text, or the 

presence of links. 

• Machine learning approach: This approach uses several  machine learning algorithms, like  Naive Bayes, 

decision trees, or Support Vector Machines, to train a model on a dataset of YouTube comments and then use the 

trained model to identify new comments as spam or not spam. 

• Deep learning approach: This approach uses deep neural networks to learn complex representations of the data 

and make predictions about the class of a comment as spam or not spam. 

• Hybrid approach: This approach combines multiple methods, such as rule-based, machine learning, and deep 

learning, to take advantage of the strengths of each method and improve the overall performance of the spam 

detection system. 

• Natural Language Processing (NLP) approach: This approach uses NLP techniques, such as text classification, 

sentiment analysis, and text clustering, to analyze the text of comments and identify patterns that are indicative 

of spam. 

Each of these approaches has its own strengths and limitations, and the choice of approach will depend on the specific 

requirements and goals of the spam detection system. In recent years, machine learning as well as deep learning 

approaches have become increasingly popular for detecting spam on YouTube, as these methods can be trained on 

large datasets and can adapt to changing patterns in the data. 

With raising popularity of social media platforms, such as YouTube, the amount of user-generated content has also 

increased dramatically. However, this increase has also led to the proliferation of spam comments, which can be 

annoying, disruptive, and even harmful to users. Spam comments on YouTube can range from commercial promotions 

to phishing attempts and fake news, and can negatively impact the user experience and undermine the trust in the 

platform. 

Therefore, there is a need for effective methods to detect and prevent spam on YouTube. The goal of this thesis is to 

investigate and develop a robust spam detection system for YouTube comments that can accurately identify and flag 

spam comments. By doing so, this thesis aims to improve the user experience on the YouTube and help maintain the 

integrity of the platform. 

2. Literature Review 

[1] Many classification algorithms were constructed by the author in order to distinguish spam comments from genuine 

ones on YouTube videos; their performance metrics were analysed, and the advantages of using an ensemble classifier 

over a single classifier technique were emphasised. Nowadays, several malicious attacks have been made against 
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online social networks. Although giving us a place to voice our opinions freely, the general public is in risk because 

of the abuse of this potent tool. The author of this research has been sifting through YouTube comment data in an 

effort to identify and eliminate spam comments. The effectiveness of Bagging was measured against that of other 

state-of-the-art text categorization algorithms like Naive Bayes (the ensemble classifier). Ensemble classifiers have 

been shown to perform better than individual ones in most situations. 

[2] The Author has conducted an analysis of numerous high-performing categorization methods for this same aim in 

this study. Decision trees, Bernoulli Naive Bayes, logistic regression, random forests, linear and Gaussian support 

vector machines are statistically equal, according to the findings of the investigation. From this, the author has 

developed TubeSpam, a reliable web-based method for filtering YouTube comments. The majority of the tested 

categorization algorithms are recommended for use in the YouTube's comment spam filter. In fact, majority of them 

had blocked ham rates of 0% or less and accuracy rates of 90percentage points or higher. The Nemenyi post hoc test 

was used to assess the approaches against one another after the Friedman test had shown that the findings were not 

the product of random chance. The posthoc analysis demonstrated a 99.9% confidence level that the performances of 

CART, LR, NB-B, RF, SVM-L, and SVM-R are statistically equal. 

 [3] Methods for identifying hallmarks of spam in the video-sharing comments are proposed here. In this study, 

gathering relevant datasets is the starting point of the process. The data utilised in this study comes from the UCI 

Machine Learning repository. The next step is the creation of a framework and the beginning of experimentation. 

Tokenization and lemmatization are pre-processing steps that will be applied to the dataset. Next, six classifiers—

Random Tree, Random Forest, Naive  KStar, Decision Table,  Bayes, and Decision Stump—were put through their 

paces in studies designed to determine the best method for detecting spam. The maximum rate of accuracy achieved 

in this study was 90.57%, while the lowest was 58.86%. 

[4] Author presents a novel approach to identifying spam accounts based on their behaviour using extreme learning 

machine (ELM), a supervised machine learning technique. They begin their research by scraping Sina Weibo for 

messages. To further improve the efficacy of  ELM-based spam accounts detection algorithm, the author has chosen 

to use characteristics gleaned from  social interactions, message contents,and user profile data. Lastly, the author 

conducts experimental and evaluative research to confirm the detectability of the spam accounts. As compared to 

current supervised machine learning approaches, their suggested methodology has the potential to provide superior 

system function outcomes more quickly. 

 [5] This work investigates the use of the ensemble classifiers in the construction of a spam categorization model. The 

purpose of this research is to develop a highly accurate & the sensitive classification model for distinguishing between 

ham emails and spam emails. In order to find useful characteristics in the Enron email collection, the greedy stepwise 

feature search technique has been used. Several machine learning classifiers (including Bayesian, Naive Bayes,  SVM 

(support vector machine),  J48 (decision tree),  Bayesian with the Adaboost, and Naive Bayes with Adaboost) have 

been compared. A variety of metrics (including  False Positive Rate, F-measure (accuracy), and training time) are 

used to assess the performance of the classifiers in question. SVM has been determined to be the most effective 

classifier after careful consideration of all of these factors. The proportion of false positives is also rather small. 

Although it's true that SVM takes a while to train before it can produce a usable model, this is less of a concern when 

the results on the other parameters are good. 

[6] Detecting spam in SMS service is the focus of this research article. As of 2012, up to 30% of SMS texts in certain 

regions of Asia were spam. Existing email filtering algorithms may perform poorly due to a lack of genuine databases 
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for SMS spams, the short duration of messages, the restricted features, and the casual language used in them. In this 

study, use a variety of the machine learning algorithms on a database including actual SMS Spams obtained from  UCI 

Machine Learning repository. In the end, compare the outcomes and provide the most effective algorithm for the spam 

filtering through SMS. The best classifier in this work decreases the total error rate of  best model in the original 

research mentioning this dataset by more than half, as shown by  final simulation results using the 10-fold cross 

validation. Several classification models were used on the SMS Spam dataset, and the results are shown here. Based 

on simulation data, some of the most effective classifiers for the SMS spam detection are the multinomial naive Bayes 

with the laplace smoothing and SVM with the linear kernel. Using SVM as the learning technique, the top classifier 

in an original study mentioning this dataset has an overall accuracy of 97.64%. They find that enhanced naive Bayes, 

the next best classifier in their studies, achieves an accuracy of 97.50%. 

3. Methodology 

The methodology of this research outlines the approach taken to detect spam comments on YouTube. The goal of the 

study was to develop a solution that could accurately classify comments as either spam or not spam, with the aim of 

improving the quality of information shared on the platform. 

The study made use of a machine learning approach, utilizing a dataset from various YouTube videos obtained from 

Kaggle.com. A range of machine learning algorithms were tested and evaluated, and a hybrid model was ultimately 

selected as the best-performing solution. 

The work that was done to achieve the objective of detecting spam comments on YouTube. It highlights the 

significance of the study and the importance of reducing the prevalence of spam on the platform. The results of this 

research provide valuable insights into the problem of spam detection, and offer promising solutions for future work 

in this area. 

Spam detection on YouTube is an important problem, as spam comments can spread misinformation, disrupt 

communication, and hinder the use of the platform for legitimate purposes. In this thesis, I propose to develop a 

machine learning model for detecting spam on YouTube using a dataset of the YouTube comments. To do this, I will 

follow the following steps: 

1. Data collection: The first step of the proposed work will involve collecting a dataset of YouTube comments for 

use in training and testing the spam detection model.  

2. Data preprocessing: Once the data has been collected, the next step will be to preprocess the data to prepare it 

for analysis. This may involve cleaning and filtering the data, performing word vectorization. 

3. Model development: The next step will be to develop a spam detection model using machine learning techniques. 

This may involve selecting an appropriate algorithm, such as a random forest or a support vector machine, and 

training and evaluating the model using the preprocessed data. 

4. Model evaluation: After the model has been developed, the next step will be to evaluate its performance using 

metrics such as accuracy and precision. It is also consider comparing the performance of the model to other 

models or to a baseline, to assess its effectiveness. 
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5. Model fine-tuning: If the model's performance is not satisfactory, the next step will be to fine-tune the model by 

adjusting its parameters or preprocessing the data differently. This may involve iterating through steps 3 and 4 

until the model's performance is satisfactory. 

6. Model testing: Once the model's performance is satisfactory, the final step will be to test the model using the test 

data to ensure that it is generalizing well to unseen data. 

By following these steps, I hope to develop a machine learning model that is able to accurately detect spam on 

YouTube and contribute to the understanding of this important problem. 

Model Building & Training 

In the training phase, the models were trained on the pre-processed data, and their performance was evaluated 

depending on several performance metrics, for example accuracy, precision and recall. After evaluating the 

performance of all the models, the hybrid model, which was a combination of the best-performing base models, was 

found to have the highest accuracy of 97.8%. This was considered to be the final model, and it was used to classify 

the YouTube comments as spam or not spam. 

Hyper Parameters of the model –  

Table 1 Train Test Split Ratio 

Train size 80% 

Test size 20% 

 

Table 2 Model Hyper parameters 

Model Parameters 

CountVectorizer 

 

ngram_range=(1, 1), 

analyzer='word', 

max_features = 2106, 

vocabulary=None, 

lowercase='True', 

binary=False 

Logistic Regression Solver = 'newton-cg', 

Penalty = 'l2' 

Random Forest n_estimators = 70, 

random_state = 42 

AdaBoost n_estimators = 50, 

random_state = 28 

Voting Classifier Estimators = 3 Base Classifiers, 

Voting = 'soft', 

n_jobs = -1 
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4. Results 

The results obtained from the evaluation of the models used in this thesis for the classification of YouTube comments 

as spam or not spam, are as follows: 

Logistic Regression Model: The accuracy of this model was found to be 95%. In terms of precision, the model 

achieved a score of 99.9% which indicates the proportion of true positive predictions among the positive predictions 

made. Additionally, the recall score of the Logistic Regression model was 90.5%, which reflects the proportion of the 

positive instances that were correctly identified by a model. 

Random Forest Model: This Random Forest model has a 96.4% success rate. The model's accuracy was 99.9 percent, 

indicating that 99.9 percent of the time, the model generated accurate predictions. This model has an excellent recall 

score of 93.2%, meaning that it correctly recognised the vast majority of positive examples. 

Adaboost Model: The accuracy of the Adaboost model was 93.5%. In terms of precision, the model achieved a score 

of 95.7% which indicates the proportion of true positive predictions among the positive predictions made. This model 

has a 91.8% recall, meaning that it correctly recognised 91.8 percent of positive examples. 

Hybrid Model: Finally, the hybrid model that was built using Logistic Regression, Random Forest and Adaboost 

models, was found to have the highest accuracy of 97.85%. This model has an accuracy score of 99.9%, which 

indicates that 99.9% of the time, the model generated accurate predictions. This model has the recall score of 95.9%, 

meaning that it correctly recognised 95.9% of positive examples. 

Table 3 Results 

Model Accuracy Precision Recall 

Logistic Regression 95% 99.9% 90.5% 

Random Forest 96.4% 99.9% 93.2% 

AdaBoost 93.5% 95.7% 91.8% 

(Proposed)Hybrid Model 97.8% 99.9% 95.9% 

 

The results of the evaluation of the models demonstrate the efficacy of the hybrid model in accurately classifying 

YouTube comments as spam or not spam. The high accuracy, precision and recall scores obtained by the hybrid model 

indicate its ability to effectively identify spam comments while minimizing the number of false positive predictions. 

All packages shown in below figure which are used in this project. 
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Figure 1 Packages used in the project 

How data looks before preprocessing. 

 

Figure 2 Data before cleaning 

Data after cleaning & preprocessing. 

 

Figure 3 Data after cleaning 

Word Cloud 
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Most Used words in Spam Comments: 

 

Figure 4 Most Used words in Spam comments 

Most Used words in Normal Comments: 

 

Figure 5 Most Used words in Normal comments 

 

Figure 6 Confusion Matrix 
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In addition to these metrics, a confusion matrix was also used to evaluate the model. The effectiveness of the binary 

classifier can be summarised in a table by comparing predicted values to  actual values; this table is called a confusion 

matrix. There were 66 correct predictions, 71 correct negative predictions, 0 incorrect negative predictions, and 3 

incorrect positive predictions in the hybrid model's prediction matrix. The model accurately identified 66 comments 

as spam, as shown by the true positive predictions, and 71 comments since not spam, as indicated by true negative 

predictions. Incorrectly marking 3 comments as spam indicates a false positive forecast, whereas not identifying any 

comments as spam indicates a false negative prediction. 

In conclusion, the confusion matrix provided a clear picture of the performance of the hybrid model and showed that 

it was able to accurately classify comments as spam or not spam. The high accuracy, precision, and recall scores 

indicate that the model was able to effectively identify spam comments and minimize false positive and false negative 

predictions. 

Comparing the Proposed method with Existing Work 

In comparison to an existing work, our best performing model, the hybrid model, demonstrates superior results with 

an accuracy of 97.8% compared to the logistic regression model in the existing work with 95.40% accuracy. This 

improvement in accuracy can be attributed to the combination of three base models, Logistic Regression, Random 

Forest, and Adaboost, using a voting classifier. The utilization of multiple models helps to tackle the problem from 

different angles and reduces the chances of overfitting and underfitting. The hybrid model's high precision and recall 

scores of 99.9% and 95.9% respectively, further solidify its superiority and effectiveness in detecting YouTube spam. 

These results highlight the significance and effectiveness of the proposed hybrid model in detecting YouTube spam 

compared to existing methods. 

Table 4 Model Comparing with existing work 

Existing Work Accuracy Score 

Logistic Regression [20] 95.40% 

Proposed work Accuracy Score 

Random Forest + 

AdaBoost + 

Logistic Regression 

Hybrid Model 

97.85% 
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Figure 7 Accuracy of proposed model 

As show in the figure Hybrid model has high accuracy than existing Logistic Regression. 

5. Conclusion 

In conclusion, the goal of this thesis was to develop and evaluate a machine learning model for detecting spam on 

YouTube. To achieve this goal, followed a structured process that involved data preprocessing, model development, 

data collection, and model evaluation. 

In this Research, presented a study on the classification of the YouTube comments as spam or not spam. The study 

involved the preprocessing of a dataset that was collected from YouTube comments and the development of a machine 

learning-based model to classify these comments. The preprocessing involved basic data cleaning, removal of null 

and duplicate values, filtering of columns that were not relevant to the classification, removal of HTML tags and 

finally, converting the text into numbers using the CountVectorizer. 

The study also involved the evaluation of several machine learning algorithms, including Decision Trees Classifier, 

Logistic Regression, Ada Boost Classifier, Random Forest, KNeighbors Classifier, Support Vector Machine, and 

Naive Bayes. However, the best performing model was found to be a hybrid model that combined Logistic Regression, 

Random Forest and Ada Boost Classifier using a voting classifier. The hybrid model achieved an accuracy of 97.8%, 

a precision of 99.9% and a recall of 95.9%. 

The results of this study designate that the hybrid model is a reliable method for detecting YouTube comments that 

are spam. However, there are also some limitations of this study, including the use of a relatively small dataset and 

the absence of a comprehensive dataset that includes comments from different languages and cultures. 
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In conclusion, this study provides a valuable contribution to the field of spam detection and provides a basis for future 

work in this area. Future work should include the extension of this study to include a larger and more diverse dataset, 

as well as the evaluation of other machine learning algorithms and methods. Additionally, it would be valuable to 

extend this study to include the detection of spam in other forms of online communication, such as emails and social 

media posts. 
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