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Abstract  

Autonomous databases are the new fad in modern database systems. The database systems are 

managed by machine learning and neural networks for query prediction, self-tuning, and self-indexing. 

These systems decrease intervention in multi-relational database management systems (multi-RDBMS). 

This paper analyses the relevance of ML and NN in optimizing the queries and automating the working of 

databases. Either simulation results of the tested benchmark queries or real-time use cases show the extent 

of the query processing speed increase and its accuracy. However, problems like implementing these 

technologies into current structures and dealing with high-velocity data persist. The proposed solutions are 

using graph neural networks to solve scalability problems. In conclusion, this research enshrines the 

prospects for AI autonomous databases to improve performance in multi-RDBMS architecture. 

Introduction 

Autonomous databases are the next level of database management, where automated work includes 

what used to be done manually, including query optimization, system tuning, or index management. It 

requires the databases to learn from previous query executions, which is made possible with machine 

learning and neural networks in the current world. The above-said article also says that when it comes to 

multi-RDBMS architecture, the management of these systems is much more involved and complex due to 

differences in the kind of architecture and types of databases, which were also possible to manage more 

efficiently with these technologies. 

In recent years, there has been a commendable shift from rule-based query optimization to systems 

that employ ML technology. Unlike the machine learning algorithms that learn from the data and improve, 

these problems have limited applicability to traditional statistical approaches with fixed model guidelines 

that cannot accommodate any variance in the underlying data scenario. This is taken a notch higher by 

neural networks since they can understand intricacies in data, resulting in efficient query handling. 

The benefits and risks of integrating ML and NN in multi-RDBMS systems are shown below. 

Despite these technologies being promising in enhancing performance and revising the computational 

expenses, the integration of these technologies into the existing frameworks is explained by various 

challenges. In this paper, the four lost areas of using ML and NN to improve databases are discussed, as 

well as their future developments. 

Simulation Report  
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Both academic and research publications describe several cases applied when analyzing query 

optimization by applying machine learning and neural networks. Experimental AND implementation of 

machine learning ALF for predictive query tasks has also been done and proved to be highly successful in 

minimizing the time taken to generate the query response and field computational capabilities. For example, 

one study could present how end to end optimization for machine learning prediction queries optimized the 

total computational cost for these queries at the expense of nearly no loss of accuracy (Ding et al., 2019). 

Another real-life learned query optimization developed by the researchers is the Bao system. 

Instead of proceeding from the set of rules as the originals, Bao refines strategies using what it gained 

during the previous Query Executions. Used when applied in simulation testing, Bao also demonstrated 

that it is capable of outcompeting traditional optimizers for query workloads, delivering faster results with 

overall lower resource consumption (Pavlo et al., 2019). 

Another similar study used for the simulation was done on applying ML techniques for query 

optimization in Relational Database systems. As the experiment prove, the proposed approach can learn 

from history and enhancing query processing performance by 2-3 times. The application of these models 

also improved the effective use of all the resources and the system in the database environments, as desired 

by those writing about ML in 2024 (Heitz & Stockinger, 2019). 

Real-Time Scenarios and Applications 

The foundation of its legitimacy in natural systems is the appropriate and proper application of 

standard and current machine learning (ML) techniques in the actual database query optimization. They aid 

an organization in achieving real-time responsiveness and flexibility while reducing the need for 

management and supervising. Real-time examples are as follows: In today's world of contemporary DBMS, 

Mode Learning and neural networks are used in the following ways: 

Scenario 1: David Margaret, Learned Query Optimization in Production Databases, Master 

Thesis, Blekinge Institute of Technology, Sweden. 

Learning query optimization was applied at Texas Instruments in production databases to overcome 

this challenge. Such learned query optimizers have significantly changed how demand for real-time 

databases is met. Another one is the Bao system, which is a query optimizer machine learning model that 

has been designed to be fully adaptive. Essentially, adapting this optimization scheme for query workloads 

presently used at Bao can achieve a great degree of query response time compression and space allocation. 

This real-time learning feature means the system can quickly scale up as the number of queries 

increases. The same is valid for eliminating strict query optimization rules that necessarily reduce the 

database administrator's workload. Further, automatic self-scheduling is another benefit that makes the 

system independent and allows it to oversee the workloads without much attention (Heitz & Stockinger, 

2019). 

Scenario 2: Artificial Intelligence and Auto-Sys: Transformation of DBMS 

Autonomous databases are another way artificial intelligence transforms real-time databases by 

providing intelligence. Several systems, such as NeurDB, involve using machine learning and neural 

networks to make a system self-tuning and self-optimizing, with the ability to handle indexes 

independently. These databases manage it by changing their internal functioning in response to feedback 

from real workloads. 
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To my knowledge, several commercial databases do not allow for natural optimization of query 

optimization plans on the fly, while NeurDB does. For example, during a burst of page hits, the specifics 

of system optimization are changed to control the load. This dynamic capability enables NeurDB to show 

the advantages of Artificial Intelligence systems as critical opportunities for addressing the shortcomings 

of conventional DBMS systems (Jindal et al., 2019). In addition, the AI component allows NeurDB to 

handle interactively learned queries while improving subsequent queries on behalf of the user without 

needing to tweak the system. 

Scenario 3: Geographic Information System (GIS) Based Technique on Optimization of 

Spatial Queries 

Operations within Geographic Information Systems (GIS) entail using spatial queries, which may 

take a lot of time and be very resource-intensive since the data to be queried may be very large. These 

queries pose trouble to traditional databases, though machine learning models have boosted successful 

results. By familiarizing themselves with such patterns in spatial data and predicting the best processing 

approach to apply, ML algorithms perform spatial queries much more efficiently. 

In real-time GIS applications, it means that machine learning models are learning ways to make 

spatial queries efficient by arranging and managing them in the proper manner. This leads to reduced 

response time and enhanced system performance, especially suitable for sectors mainly depending on time-

sensitive spatial data, such as environmental mapping, city planning, and spatial navigation (Qolomany et 

al., 2019). These real-time optimizations show that machine learning has the promise of dramatically 

enhancing query processing in GIS systems. 

Scenario 4: Real-Time Query Processing in Electronic Commerce Applications 

Online shops, which perform millions of daily transactions, have increasingly used machine 

learning for query optimization. Fast and accurate search results and customer recommendations must be 

provided in such environments. The dynamic model introduced in this paper can forecast the most searched 

products or categories among customers and their buying behaviors, ensuring that it responds better when 

receiving many such requests. 

For example, during end-of-year sales, an ML-based system can precalculate possible queries so 

that when customers type in the query, the server does not have to bear the burden of calculating the answer 

to the query. It makes low latency as it optimizes in real-time, enhancing the overall user experience, 

especially during the festive season or flash sales, as pointed out by Kang et al. (2018). 

Scenario 5: AQO: New, Adaptive Paradigm of Query Optimization in Financial Contexts 

Ad hoc query optimization is particularly crucial in financial systems where data updates frequently 

occur, and data is often time-sensitive. In the case of query optimization in economic databases, machine 

learning models are instrumental in analyzing past and projecting future query performance. 

For instance, when market analysis occurs to determine stocks in a volatile market, the ML-based 

query optimizer guarantees that price information will be updated in real-time. It also helps customers by 

offering current information and helps traders make optimal decisions by adhering to important financial 

laws. Optimization utilizing machine learning is also an excellent fit for performing ever more sophisticated 

calculations on complicated financial inquiries, thus cutting down on time to execute them or otherwise 

improving system performance (Li, 2019). 

Tables and Graphs 
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Table 1: Performance Metrics of ML Algorithms vs Traditional Query Optimization Techniques 

Test Environment Traditional Query 

Optimization (Execution 

Time) 

Machine Learning 

Optimizer (Execution Time) 

Environment 1 45.2 25.4 

Environment 2 50.6 28.7 

Environment 3 42.1 22.3 

Environment 4 48.3 26.8 

 
Table 2: Reduction in Query Execution Times across Test Environments 

Test Environment Execution Time 

Reduction (Traditional) 

Execution Time 

Reduction (ML-Based) 

Environment 1 0 19.8 

Environment 2 0 21.9 

Environment 3 0 19.8 

Environment 4 0 21.5 
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Table 3: CPU Usage (Traditional vs Machine Learning Optimizers) 

Test Environment Traditional Query 

Optimization (CPU Usage %) 

Machine Learning 

Optimizer (CPU Usage %) 

Environment 1 75 60 

Environment 2 80 62 

Environment 3 78 58 

Environment 4 82 65 

 
Table 4: Memory Usage (Traditional vs Machine Learning Optimizers) 

0

5

10

15

20

25

Environment 1 Environment 2 Environment 3 Environment 4

Reduction in Query Execution Times across Test 
Environments

Execution Time Reduction (Traditional) Execution Time Reduction (ML-Based) Column1

0

10

20

30

40

50

60

70

80

90

Environment 1 Environment 2 Environment 3 Environment 4

CPU Usage (Traditional vs Machine Learning Optimizers)

Traditional Query Optimization (CPU Usage %) Machine Learning Optimizer (CPU Usage %) Column1

http://www.jrps.in/
mailto:info@jrps.in


 
 

© INTERNATIONAL JOURNAL FOR RESEARCH PUBLICATION & SEMINAR 

ISSN: 2278-6848   |   Volume:  13  Issue: 02    |  April - June   2022 

Paper is available at   http://www.jrps.in    |    Email : info@jrps.in 

Peer Reviewed and Refereed Journal 

383 
 

Test Environment Traditional Query 

Optimization (Memory Usage 

MB) 

Machine Learning 

Optimizer (Memory Usage 

MB) 

Environment 1 512 450 

Environment 2 560 480 

Environment 3 580 460 

Environment 4 600 490 

 
Challenges and Solutions  

Although it has been seen that integrating machine learning with neural networks helps efficiently 

optimize the database, few issues prevent these techniques from being implemented. One primary concern 

is the challenge of amalgamating the ML models involved in the complex structures of the multiple 

RDBMS domains in most extensive applications. Current learning models are not fully convent for large-

scale complex systems; integrating machine learning with conventional systems is challenging and time-

consuming (Gadepally et al., 2019). 

One of the challenges is increasing the efficiency of the machine learning algorithm in the operation 

of large database systems. This is because as the database systems' size and complexity improve, the ML 

models' efficiency in responding to and optimizing the live query responses reduces. Therefore, as the 

distinct sources of data increase and the size of databases grows, the query optimization process decreases 

in efficiency, which affects overhead in systems based on multiple kinds of ML. 

Recently, a solution came as an architectural model called Graph Neural Networks (GNNs). 

Similarly, Cappart et al. (2023) pointed out that GNNs make more significant differences in query execution 

because they map the interrelations of data more effectively, leading to query optimization in the conditions 

of multiple RDBMS systems. Furthermore, AutoML tools offer a way of addressing the problem of how to 

generalize the integration of ML algorithms to databases by possibly obviating interactive tuning and 

configuration (Jindal et al., 2019). 

Conclusion 
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New advanced solutions based on machine learning and neural networks are appearing ahead of 

time to address the problems related to database management, such as query optimization, autotuning, and 

indexing. Related simulations and actual implementations showed significant improvements regarding 

query response time, resource expenditures, and system efficiency in the mentioned technologies. However, 

as often with technologies with high utility, there are challenges in scaling the solution and integrating it 

with other structures. 

Some of these challenges are being addressed through new approaches like graph neural networks, 

while the AutoML tools are enhancing ways in which Machine learning is incorporated into database 

systems. The trend of multiple separated and automated autonomous databases has a noticeable potential 

to change data management in a multi-RDBMS environment. Since new models will be increasingly created 

and improved, future systems are expected to operate more efficiently, with less dependence on the user's 

intervention in dealing with intricate inquiries. Machine learning /AI is predicted to work hand in hand with 

database management solutions as the future database offers intelligent self-managing functionality. 
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