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Abstract 

Manufacturing is only one of several industries going through a digital transformation in this era of 

digital disruption. Manufacturing businesses are racing to adopt IoT-based solutions in order to 

innovate, increase productivity, lower costs, and gain greater market share because of the enormous 

transformational potential offered by Internet-of-Things (IoT) & Big Data. It is being used by industrial 

companies all over the world to increase flexibility while achieving cost savings, reduced inefficiencies, 

and better performance. It is no longer a trend for the future. But putting Industry 4.0 technology support 

into practice is a tough endeavour that gets increasingly harder in the absence of a common 

method. These are produced during the course of business operations and are kept in databases, email 

communication, transaction logs, free form texts on (business) social media, and other places. 

Businesses want to integrate data analytics methods into their decision-making processes by utilisation 

of these data. The field of Big Data analyses has seen tremendous progress in the IT sector in recent 

years. It appears that in order to deal with the extremely dynamic situations of today, new methods for 

product route mapping are required. This article provides an overview of the literature in science on 

product road mapping in order to shed light on the current state of the art & pinpoint research gaps.  In 

order to demonstrate the influence of Industry 4.0 technological innovations on the manufacturing 

sector, this study provides an organised and content-focused evaluation of the literature. This paper 

offers recommendations for converting a legacy manufacturing facility into an Industry 4.0-compliant 

smart plant. Research gaps encompass topics including how to include objectives or results in product 

roadmaps, how to match a roadmap with the item's vision, and how to include activities related to 

product discovery in product roadmaps.  

 

Keywords: Internet-of-Things (IoT), Business Process, Manufacturing Industry, Industry 4.0, 

Roadmaps, Big Data Analytics, IT Industry, Transformational Potential, Highly Dynamic, Business 

Process, Intensive Operations. 
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I. INTRODUCTION 

One important component of a company that lays out the goals and trajectory of its product line is a 

product roadmap. It outlines the steps necessary to achieve a set of company goals and how an item or 

product range will do so. Despite the fact that road mapping is seen as being extremely significant, 

many businesses are presently having trouble with their transportation mapping strategy [1, 2]. Product 

roadmaps typically cover relatively lengthy time horizon and include concrete goods or features along 

with concrete release dates, according to a recent study on the current state of the practice [2].  

One way to describe them is as feature-based roadmaps. Such feature-based roadmaps appear to have 

outlived their usefulness in light of changing market conditions, particularly when it comes to the 

development of IT services and software [2, 3]. Features or products on feature-based approaches 

product roadmaps frequently do not function, that is, they are not contributing to the anticipated goals 

or outcomes, which is one of the main issues with these roadmaps [3, 4]. One explanation is that 

management, investors, or additional stakeholders (such customers or sales) come up with ideas for 

new goods, services, or features with an expectation that they would be quickly put into action. Another 

reason is that financial considerations are frequently the primary factor used to prioritise the features, 

goods, or services that need to be produced [4].  

In both situations, features have not been verified in light of consumer value or other factors before to 

implementation, and client requirements are not given enough thought. Customers frequently decide 

not to purchase or utilised the product as a result of their lack of enthusiasm for the concepts put into 

practice. Moreover, product roadmaps need to be updated frequently due to unstable settings. 

Modifications to feature-based roadmaps that are deemed necessary frequently result in significant 

additional costs and even cause new product launches to be delayed [5]. Furthermore, it's common for 

people to lose faith in products or delivery management processes as a result of continuously shifting 

roadmaps. The failure to match a roadmap and the business's objectives or the product's vision is another 

issue that frequently arises in practice. Strategic objectives are frequently ambiguous or dynamic. This 

typically results in developers being less able or willing to align ourselves with strategic aims. 

Whenever a roadmap has a large number of concepts, [5] regardless of the number of disclaimers 

included, employees throughout an organisation frequently view the plan of action as a promise to 

produce every item on the list. Teams frequently provide the specified features or products month after 

month without stopping to think about if the results help achieve objectives like customer or corporate 

goals [6]. 

A significant change in the state of technology is a hallmark of industrial revolutions. There have been 

four periods of industrial revolution in the history of mankind [5, 6]. Mechanisation was the first 

revolution, the invention of electricity was the second, and electronics, telecommunications, and 

computers were the main products of the third revolution. There were three periods of industrial 

development in a span of nearly two centuries. The German term "Industry 4.0" from 2011 is the source 

of the term "the fourth industrial revolution," or Industry 4.0 [6, 7]. The phrase "Industry 4.0" is 

relatively new, but the technologies that make it possible—illustrated in Figure 1—have been available 

for several decades and have greatly benefited a number of businesses. Cyber physical systems that 
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enable the real-time fusion of the virtual and physical worlds are what define Industry 4.0. The entire 

manufacturing value chain can gain a lot from the adoption of technologies associated with Industry 4.0 

[8].  

These advantages include, but not limited to, higher levels of efficiency and productivity, more 

knowledge exchange and collaboration, flexibility and agility, simpler regulatory compliance, better 

customer experiences, lower costs, and more revenues [8, 9]. Industry 4.0 is attracting interest from 

academic institutions, research centres, corporations, and even governmental bodies due to these 

advantages. Initiatives that allow them to promote modern manufacturing facilities are funded by all 

manufacturing-savvy nations [9]. 

 
Fig. 1 Lifecycle of a business process based on. [9, 10] 

Large amounts of data stored in a system of files that are distributed are commonly referred to as " Big 

Data," or Big Data processing has connections to the Map Reduce computation paradigm. Big Data 

systems can be broadly divided into two categories: live (stream) processing and offline (batch) 

processing. For the former, different computational frameworks than MapReduce might be used 

depending on the type of data. For example, in terms of speed and ease of result production, the Bulk 

Synchronous Parallelism (BSP) computing paradigm is recommended to process huge graphs such as 

social networks [10]. In the latter case, MapReduce is unable to manage the time overhead constraints 

to react to new data as it comes in. As a result, alternative computing models that divide processing 

among several operators and handle data instantly must be employed [10, 11]. The latest generation of 

technologies for Big Data, such as Spark, F-link, Storm, and Impala, is being adopted.  

These systems offer technological alternatives that maintain the capacity to make decisions after 

processing and examining all available data. The advantages of Big Data processing have not yet been 

completely reflected in BPM-related practice and research. This article's main goal is to draw attention 

to the current disconnect between BPM and technological advances in Big Data and offer a number of 

suggestions for closing it. We demonstrate how processing of Big Data can be integrated into the various 

stages of a business partner's lifecycle in order to more clearly express the possible advantages [11, 12]. 
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Prior to delving deeper into the specifics, let's clarify what an intelligent manufacturing facility is: This 

highly efficient connected manufacturing facility has the capacity to launch new products in response 

to market conditions, is scalable to accommodate variations in demand for current products, can produce 

finished goods at the lowest possible cost, and is equipped with intelligent machinery, robots, and 

sensors that seamlessly communicate with the information system architecture enabling a high degree 

of automation in the processing of transactions [12, 13]. Real-time analytics further enhances 

operational efficiency by reducing downtime. All of the major stakeholders in an ecosystem, such as 

suppliers, operation, Information Technology (IT), planning, sales & marketing, & customers, work 

closely together in a smart factory [13]. It establishes a single platform on which teams from many 

business departments—including purchasing, planning, production, sales & distribution, finance, and 

accounting—cooperate to achieve overall company goals. [14]. 

 

II. SMART FACTORY KEY BUILDING SECTIONS 

By definition, the term "Smart Factory" refers to any included system. But building a smart 

manufacturing involves a great deal of complexity. It combines cloud computing, automation, Internet 

of Things, and linked systems. The implementation process typically takes several years and phases 

[14]. Three essential components comprise a smart factory:  

 

A. ‘‘SMART’’ EQUIPMENT  

One of the main elements of a smart manufacturing facility is equipment. While in operation, equipment 

produces large amounts of data. Typically, this data is unstructured and underutilised. Unstructured data 

can now be easily examined thanks to Big Data and the Internet of Things. Shop floor activities can be 

better understood with the help of such analysis [15, 16]. One of the most important prerequisites, 

nevertheless, is that the apparatus be prepared to collect the data and transfer it to a platform for analysis. 

Sensors and industry-standard protocols including TCP/IP, OPC (Open Platform Communication), 

GEM (Generic Equipment Model), and SECS (SEMI Equipment Communication Standard)/GEM 

(SEMI Equipment Communication, Standard) must be supported by the equipment [17].  

 

B. ECOLOGICAL SYSTEMS SEAMLESSLY INTEGRATED 

An ecosystem of interconnected devices, machinery, and applications via common protocols is required 

within a factory. Enterprise resource planning (ERP), Manufacturing Execution System (MES), and 

Product Lifecycle Management (PLM) tools are examples of critical apps that need to be in place and 

integrated with one another [17]. To control process processes, equipment PLC (programmed logical 

control) should be connected with MES. On the shop floor, devices like handheld scanners, cell phones, 

tablets, etc., should be able to interface with the aforementioned apps [17, 18]. By doing this, a closed 

loop collecting data and control mechanism is ensured.  

 

C. ADVANCED ANALYTICS  
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The Internet of Things (IoT) and other advanced analytics systems can collect data through connections 

from a variety of sources, including files, apps, sensors that are and devices. This allows for complicated 

analysis, include what-if analysis [18]. 

 

III. TECHNOLOGICAL DESIGNS ENABLED BY INDUSTRIAL 4.0 

3.1 Manufacturing via Additive 

This is a catch-all word for a number of techniques that can be used to create 3D objects by building 

layers on higher than one another. Since the 1980s, when the first Additive Manufacture (AM) technique 

was developed, the number, functionality, and applications of these technologies within the 

manufacturing industry have grown [18]. AM is classified into seven different categories: directed 

energy deposition, sheets lamination, extrusion of materials, binder jetting, powder bed fusion, and vat 

photo polymerisation. With limited production runs and quick turnaround times, AM (additive 

manufacturing) can create products with premium materials, complex geometries, and lower 

manufacturing costs [17]. 

 
Fig. 2 An Example of a Process Footprint. [16, 17] 

 

As illustrated in Figure 2, the optimal environment for implementing a BP is to have a specialist 

execution engine that ensures that a process instance adheres rigidly to a pre-defined BP model. 

However, the enactment phases become uncontrolled in many real-world settings where there's no such 

execution engine. The unstructured approach of implementing BP is prevalent for a variety of reasons. 

For instance, a lack of process understanding affects a lot of businesses. The administration in these 

kinds of organisations from top management all the way down towards the operation level, does not 

understand what a process is [14, 17]. Every role lacks an end-to-end view and can only see their actions 
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from a local perspective. Furthermore, in some businesses, the organization's maturity has not yet 

reached the point where all or the majority of the procedures are well-established and configured. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Big Data processing systems are usually classified. [18] 

 

IV. WHERE CAN BIG DATA TECHNOLOGIES AND PROCESS ADMINISTRATION 

COLLABORATE?  

We go into further detail about how BPM might profit from Big Data strategies in the next section. We 

segment this conversation according to the various stages of the process lifecycle shown in Figure 3 

and the process analysis procedures covered in Sections [17, 18].  

A. DESIGN OF PROCESS-(RE) 

Process information as well as insights from other analytics can be used to enhance process models 

during the process (re-)design phase. Improvements can be made to the procedure model structure, such 

as by rearranging or adding tasks, or by simulating the process using more precise metrics for 

performance variables like duration of tasks. Validation experiments can also be conducted using data 
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from real execution insights. The majority of these enhancements are based on analytics findings from 

the assessment stage [17]. On the other hand, some analytics methods are used on process artefacts 

during the design stage. These analytics are associated with approaches for process querying. 

For many years, the principal scientific conferences of the Business Process Management (BPM) 

research group has featured business process mining techniques as one of its core subjects on the annual 

program. Moreover, BP engineers have access to a range of process mining packages and tools, 

including as ProM, Disco, Celonis, or minit. As an illustration, ProM is a well-known corporate process 

mining framework. Its development began in 2003, and as of right now, it contains over 1500 plugins 

that use different process mining approaches [18, 19]. But most of these methods rely on traditional 

models of computation and don't make use of new distributed and scaled methods [19]. Partitions the 

event log across the computing cluster's nodes such that each node is in charge of processing a certain 

portion of the event data is a necessary step in distributed process mining solutions. Partitions the event 

log can be done in two basic ways, in theory: 

1) Case-based partitioning, also known as vertical partitioning, divides events into cases so that 

every instance is associated with a single node.  

2) Activity-based partitioning, also known as horizontal partitioning, divides instances into 

shorter traces that focus on subsets of activities by allocating events according to the activities 

they relate to. As a result, every compute node takes part in processing every case [19]. 

Approaches that utilise modern batch processing platforms, like Spark, have been introduced recently. 

An effective method for correlating events. There are two distinct sources of efficiency. First off, 

compared to Hadoop, using Spark ensures superior runtime performance. Second, the method is based 

on the idea of filter and verification, in which correlations that are not noteworthy are found early 

enough and eliminated [19, 20]. The important thing to remember is the reality that the algorithm's 

structure minimises the cost of data transfer over the network simply by being aware of it. We propose 

another recent method that takes explicit log splitting into account. Online conformance verification of 

events as they happen is addressed by the method [19]. The method can support both batch and stream 

conformity verification because it is based on Apache Spark. In summary, given the broad range of 

applications for both BPM and large-scale data mining systems, it is critical to choose the right Big 

Data system to leverage in order to tackle and provide a scalable method for implementing a particular 

process's heavy on data operations [20]. However, the following general recommendations can be 

advised in this particular context:  

• The Hadoop architecture has been the mainstay of the majority of strategies that have 

been put forth for using processing of Big Data engine in the context of company 

processes analytics [20, 21]. But as was already mentioned, one of Hadoop's primary 

drawbacks is how inefficient it is in carrying out repetitive tasks. Due to the iterative 

nature of process discovery, event connection, and the enhancement techniques, it 

would therefore be more appropriate to rely on additionally primary memory-based Big 

Data analysis engines that naturally support iterative processing, like Spark along with 

its machine learning extension, MLlib. 10 Apache Mahout, 11 SystemML12, and 
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bigml13 are other examples of recently developed systems that can be used effectively 

in this context and have been designed to provide adaptable machine learning 

alternatives on top of various Big Data processing engines [23, 24].  

• Because business process models are inherently graph-based, large-scale graph 

processing systems (like Giraph, GraphLab, and GraphX) are valuable tools that can 

be used to implement scalable graph bitcoin mining and graph analytics methods for 

identifying business process models from event logs [24]. Large graphs that represent 

organisational social networks, such as those that link departments, groups, jobs, and 

other organisational units with the organization's resources, can also be effectively 

analysed by these systems. Based on the established knowledge that event logs include 

the reference section to the human resource that completed a particular task within a 

case [25], the interconnectivity between those assets and activities can be visualised as 

graphs, with resources or activities represented as vertices, and relationships between 

resources represented by edges. For example, relationships between resources that 

involve co-working may be represented by edges that connect a resource's vertex to an 

activity's vertex. These edges may have characteristics that indicate how frequently 

they collaborate. With such a graph, a number of intriguing analytics use cases have 

surfaced. Identifying (sub)teams among process participants, for example, can help to 

improve the evaluation of performance based on the logs and may also help to explain 

why some individual resources perform different even when performing the same task 

[28].  

• The primary goal of compliance monitoring techniques is to find any deviations that 

may have occurred during the execution of the process instance by searching for the 

incident logs, which are typically structured [28, 29]. As a result, in this situation, 

taking advantage of large-scale structural information processing engines (such Hive, 

Impala, & Spark SQL) is a suitable strategy for successfully meeting this challenge 

[29, 30].  

• Some techniques, such as proactive business process keeping track of and runtime 

compliance monitoring, are online and real-time, whereas process model discovering 

things event correlation, and techniques for augmentation are offline and can be carried 

out by sequential processing engines (e.g., Hadoop and Spark). Large-scale stream 

processing engines (like Flink and Storm) would therefore be able to handle these 

techniques adequately in order to create scalable and effective solutions that can 

address these issues. These technologies would specifically enable the generation of an 

event streams during the execution of a business activity and process it online [29].  

• A portion of data from processes that is naturally structured, such as event logs, is the 

focus of the majority of process analytics techniques. The concept of Process Footprint, 

as expounded in Section II, remains outside the purview of extant analytics 

methodologies [30]. However, the technological capacities of current Big Data systems 
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for processing enable the creation of algorithms that gather such footprints data from 

their various sources then further processing it for additional insights. 

 

V. CONCLUSION  

Throughout the process lifecycle, we highlighted a number of data-intensive business process 

operations in this post. We also talked about Big Data systems-based remedies for some of those 

analytical tasks. We recognise that solutions based on Big Data technologies have just lately begun to 

surface. We talked about more advancements for these strategies. Numerous use cases listed below are 

Big Data challenges for which there are currently no scalable solutions. The concept of Process 

Footprint has been introduced, and we have talked about how Big Data systems may help in gathering 

that footprint and provide the infrastructure needed to analyse the data gathered, potentially yielding 

insights that surpass the capabilities of current cutting-edge process analytics methods. This creates 

additional difficulties for process analysis and establishes a crucial line of inquiry.  

The industry that produces goods has seen a change thanks to Industry 4.0. But there are still significant 

obstacles standing in the way of both its adoption and its application. The paper makes two practical 

contributions. IoT has great potential for the manufacturing sector, but it's not a magic bullet. It requires 

a large financial and human resource commitment. Repayment frequently does not follow the 

instructions given by Corporate Finance. 

In conclusion, we drew out a roadmap and offered some suggestions for advancing the state-of-the-art 

in the field of business process analytics by using Big Data technology. We hope that reading this will 

motivate the reader to advance company operations analytics. 

 

VI. REFERENCES  

[1] Gorecky, D.; Schmitt, M.; Loskyll, M.; Zühlke, D. Human-machine-interaction in the industry 4.0 

era. In Proceedings of the 2014 12th IEEE international conference on industrial informatics 

(INDIN), Porto Alegre, RS, Brazil, 27–30 July 2014; IEEE: Piscataway, NJ, USA, 2014; pp. 289–

294.  

[2] Kiel, D.; Müller, J.M.; Arnold, C.; Voigt, K.I. Sustainable industrial value creation: Benefits and 

challenges of industry 4.0. Int. J. Innov. Manag. 2017, 21, 1740015. 

[3] Urciuoli, L.; Hintsa, J.; Ahokas, J. Drivers and barriers affecting usage of e-Customs—A global 

survey with customs administrations using multivariate analysis techniques. Gov. Inform. Quart. 

2013, 30, 473–485. 

[4] Müller, J.M.; Däschle, S. Business model innovation of industry 4.0 solution providers towards 

customer process innovation. Processes 2018, 6, 260.  

[5] Zhu, Q.; Geng, Y. Drivers and barriers of extended supply chain practices for energy saving and 

emission reduction among Chinese manufacturers. J. Clean. Prod. 2013, 40, 6–12.  

[6] M. Komssi, M. Kauppinen, H. Töhönen, L. Lehtola, A. M. Davis, Integrating analysis of customer´s 

process into roadmapping: The value-creation perspective,” pp. 57-66, September 2011 19th IEEE 

International Requirements Engineering Conference.  

https://jrps.shodhsagar.com/


SHODH SAGAR®   

International Journal for Research Publication and Seminar 
ISSN: 2278-6848  |  Vol. 13  |  Issue 1  |  Jan - Mar 2022  |  Peer Reviewed & Refereed   

 
 

 
 

 337 
   

© 2022 Published by Shodh Sagar. This is an open access article distributed under the terms of the Creative 
Commons License [CC BY NC 4.0] and is available on https://jrps.shodhsagar.com  

 
 
 

[7] U. Pora, N. Thawesaengskulthai, N. Gerdsri, S. Triukose, “Data-driven roadmapping turning 

challenges into opportunities,” pp.1-11, January 2018, Portland international conference on 

management of engineering and technology. 

[8] A. Maglyas, U. Nikula, K. Smolander, “Software product management in the Russian companies,” 

pp. 1-9, November 2011 7th central nd eastern european software engineering conference. 

[9] A. Kerr, R. Phaal, “Visualizing roadmaps: A design-driven approach,” in Research-technology 

management, vol. 58, 2015, pp.45-54. 

[10] J. Vähäniitty, C. Lassenius, R. Rautiainen, P. Pekkanen, „Long-term planning of development 

efforts by roadmapping – A model and expereicne from small software companies,”pp. 300-305, 

August 2009, 35th Euromicro Conference on Software Engineering and Advanced Applications.  

[11] L. Simonse, E. J. Hultink, J. A. Bujis, “Innovation roadmapping: Building concepts from 

practitioner´s insights,” in Journal of product innovation management, vol. 32, issue 6, 2015, pp. 

904-924.  

[12] J. Vähäniitty, K. T. Rautiainen, “Towards a conceptual framework and tool support for linking 

long-term product and business planning with agile software development,” pp. 25-28, May 2008, 

1st international workshop on software development governance.  

[13] M. C. Dissel, R. Phaal, C. J. C. J. Farrukh, D. R. Probert, „Value Roadmapping: A structured 

approach for early stage technology investment decisions,” pp. 1488-1495, July 2006 Portland 

international conference on management of engineering and technology.  

[14] I van de Weerd, S. Brinkkemper, R. Nieuwenhuis, L. Bijlsma, A reference framework for 

software product management. Utrecht, The Netherlands: Department of Information and 

Computer Science, 2006.  

[15] M. G. Oliveira, A. L. Fleury, „A framework for improving the roadmapping performance,” pp. 

2255-2263, August 2015, Portland international conference on management of engineering and 

technology.  

[16] J. D. Strauss, M. Radnor, „Roadmapping for dynamic and uncertain environments,” in: 

Research technology management, vol. 47, issue 2, 2004, pp. 51-58. 

[17] González, A. J. Calderón, A. J. Barragán, and J. M. Andújar, ‘‘Integration of sensors, 

controllers and instruments using a novel OPC architecture,’’ Sensors, vol. 17, no. 7, p. 1512, 2017.  

[18] N. Padhi, ‘‘Setting up a smart factory (industry 4.0)—A practical approach,’’ MESA Int., Tech. 

Rep., Oct. 2017, pp. 13–17.  

[19] ‘‘The Cisco connected factory: Holistic security for the factory of tomorrow,’’ Cisco, San Jose, 

CA, USA, White Paper, 2014, pp. 7–11.  

[20] D. Barnes and B. Dauphinais. (Jan. 2017). Smart Factories and the Challenges of the Proximity 

Network. Industrial Internet Consortium. [Online]. 

[21] V. Ferme, A. Ivanchikj, and C. Pautasso, ‘‘A framework for benchmarking BPMN 2.0 

workflow management systems,’’ in Business Process Management. Cham, Switzerland: Springer, 

2015, pp. 251–259.  

https://jrps.shodhsagar.com/


SHODH SAGAR®   

International Journal for Research Publication and Seminar 
ISSN: 2278-6848  |  Vol. 13  |  Issue 1  |  Jan - Mar 2022  |  Peer Reviewed & Refereed   

 
 

 
 

 338 
   

© 2022 Published by Shodh Sagar. This is an open access article distributed under the terms of the Creative 
Commons License [CC BY NC 4.0] and is available on https://jrps.shodhsagar.com  

 
 
 

[22] S. Harrer, Effective and Efficient Process Engine Evaluation, vol. 25. Bamberg, Germany: 

Univ. Bamberg Press, 2017.  

[23] Mangler and S. Rinderle-Ma, ‘‘CPEE—Cloud process execution engine,’’ in Proc. BPM Demo 

Sessions Co-Located 12th Int. Conf. Bus. Process Manage. (BPM), Eindhoven, The Netherlands, 

Sep. 2014, p. 51. CEUR-WS.org, 2014.  

[24] P. Soffer et al., ‘‘from event streams to process models and back: Challenges and 

opportunities,’’ Inf. Syst., to be published. 

[25] A. Barnawi, A. Awad, A. Elgammal, R. E. Shawi, A. Almalaise, and A. S. Sakr, ‘‘Runtime 

self-monitoring approach of business process compliance in cloud environments,’’ Cluster 

Comput., vol. 18, no. 4, pp. 1503–1526, 2015. 

[26] Awad, A. Barnawi, A. Elgammal, R. Shawi, A. Almalaise, and A. S. Sakr, ‘‘Runtime detection 

of business process compliance violations: An approach based on anti-patterns,’’ in Proc. 30th 

Annu. ACM Symp. Appl. Comput., Salamanca, Spain, Apr. 2015, pp. 1203–1210.  

[27] Teinemaa, M. Dumas, F. M. Maggi, and C. D. Francescomarino, ‘‘Predictive business process 

monitoring with structured and unstructured data,’’ in Proc. 14th Int. Conf. Bus. Process Manage. 

(BPM) in Lecture Notes in Computer Science, vol. 941w850. Rio de Janeiro, Brazil: Springer, Sep. 

2016, pp. 401–417.  

[28] M. A. Iman Helal, A. Awad, and A. E. Bastawissi, ‘‘Runtime deduction of case ID for unlabeled 

business process execution events,’’ in Proc. 12th IEEE/ACS Int. Conf. Comput. Syst. Appl. 

(AICCSA), Marrakech, Morocco, Nov. 2015, pp. 1–8.  

[29] S. J. van Zelst, A. Bolt, M. Hassani, B. F. van Dongen, and W. M. P. van der Aalst, ‘‘Online 

conformance checking: Relating event streams to process models using prefix-alignments,’’ Int. J. 

Data Sci. Analytics. Cham, Switzerland: Springer, Oct. 2017, pp. 1–16. 

[30] D. Güemes-Castorena, M. A. Toro, “Methodology for the integration of business model canvas 

and technological road map,” pp. 41-52 August 2015, Portland international conference on 

management of engineering and technology. 

[31] AI-Driven Customer Relationship Management in PK Salon Management System. (2019). 

International Journal of Open Publication and Exploration, ISSN: 3006-2853, 7(2), 28-35. 

https://ijope.com/index.php/home/article/view/128 

[32] Narukulla, Narendra, Joel Lopes, Venudhar Rao Hajari, Nitin Prasad, and Hemanth Swamy. 

"Real-Time Data Processing and Predictive Analytics Using Cloud-Based Machine Learning." 

Tuijin Jishu/Journal of Propulsion Technology 42, no. 4 (2021): 91-102. 

[33] Big Data Analytics using Machine Learning Techniques on Cloud Platforms. (2019). 

International Journal of Business Management and Visuals, ISSN: 3006-2705, 2(2), 54-58. 

https://ijbmv.com/index.php/home/article/view/76 

[34] Shah, J., Prasad, N., Narukulla, N., Hajari, V. R., & Paripati, L. (2019). Big Data Analytics 

using Machine Learning Techniques on Cloud Platforms. International Journal of Business 

Management and Visuals, 2(2), 54-58. https://ijbmv.com/index.php/home/article/view/76 

https://jrps.shodhsagar.com/


SHODH SAGAR®   

International Journal for Research Publication and Seminar 
ISSN: 2278-6848  |  Vol. 13  |  Issue 1  |  Jan - Mar 2022  |  Peer Reviewed & Refereed   

 
 

 
 

 339 
   

© 2022 Published by Shodh Sagar. This is an open access article distributed under the terms of the Creative 
Commons License [CC BY NC 4.0] and is available on https://jrps.shodhsagar.com  

 
 
 

[35] Fadnavis, N. S., Patil, G. B., Padyana, U. K., Rai, H. P., & Ogeti, P. (2021). Optimizing 

scalability and performance in cloud services: Strategies and solutions. International Journal on 

Recent and Innovation Trends in Computing and Communication, 9(2), 14-23. Retrieved from 

http://www.ijritcc.org 

[36] Challa, S. S. S., Tilala, M., Chawda, A. D., & Benke, A. P. (2021). Navigating regulatory 

requirements for complex dosage forms: Insights from topical, parenteral, and ophthalmic products. 

NeuroQuantology, 19(12), 971-994. https://doi.org/10.48047/nq.2021.19.12.NQ21307 

[37] Fadnavis, N. S., Patil, G. B., Padyana, U. K., Rai, H. P., & Ogeti, P. (2020). Machine learning 

applications in climate modeling and weather forecasting. NeuroQuantology, 18(6), 135-145. 

https://doi.org/10.48047/nq.2020.18.6.NQ20194. 

[38] Tilala, M., & Chawda, A. D. (2020). Evaluation of compliance requirements for annual reports 

in pharmaceutical industries. NeuroQuantology, 18(11), 27. 

[39] Challa, S. S. S., Tilala, M., Chawda, A. D., & Benke, A. P. (2019). Investigating the use of 

natural language processing (NLP) techniques in automating the extraction of regulatory 

requirements from unstructured data sources. Annals of Pharma Research, 7(5),  

[40] Challa, S. S. S., Tilala, M., Chawda, A. D., & Benke, A. P. (2021). Navigating regulatory 

requirements for complex dosage forms: Insights from topical, parenteral, and ophthalmic products. 

NeuroQuantology, 19(12), 15. 

[41] Shah, J., Prasad, N., Narukulla, N., Hajari, V. R., & Paripati, L. (2020). AI-driven data 

governance framework for cloud-based data analytics. Webology: International Peer-Reviewed 

Journal, 17(2), 1551-1561. 

[42] Venudhar Rao Hajari et al, International Journal of Computer Science and Mobile Computing, 

Vol.9 Issue.11, November- 2020, pg. 118-131 

[43] Shah, J., Prasad, N., Narukulla, N., Hajari, V. R., & Paripati, L. (2020). AI-driven data 

governance framework for cloud-based data analytics. Webology: International Peer-Reviewed 

Journal, 17(2), 1551-1561. 

[44] Shah, J., Narukulla, N., Hajari, V. R., Paripati, L., & Prasad, N. (2021). Scalable machine 

learning infrastructure on cloud for large-scale data processing. Tuijin Jishu/Journal of Propulsion 

Technology, 42(2), 45-53. 

[45] Narukulla, N., Hajari, V. R., Paripati, L., Prasad, N., & Shah, J. (2021). Blockchain-enabled 

data analytics for ensuring data integrity and trust in AI systems. International Journal of Computer 

Science and Engineering (IJCSE), 10(2), 27-37. 

[46] Santhosh Palavesh. (2019). The Role of Open Innovation and Crowdsourcing in Generating 

New Business Ideas and Concepts. International Journal for Research Publication and Seminar, 

10(4), 137–147. https://doi.org/10.36676/jrps.v10.i4.1456 

[47] Santosh Palavesh. (2021). Developing Business Concepts for Underserved Markets: 

Identifying and Addressing Unmet Needs in Niche or Emerging Markets. Innovative Research 

Thoughts, 7(3), 76–89. https://doi.org/10.36676/irt.v7.i3.1437 

https://jrps.shodhsagar.com/


SHODH SAGAR®   

International Journal for Research Publication and Seminar 
ISSN: 2278-6848  |  Vol. 13  |  Issue 1  |  Jan - Mar 2022  |  Peer Reviewed & Refereed   

 
 

 
 

 340 
   

© 2022 Published by Shodh Sagar. This is an open access article distributed under the terms of the Creative 
Commons License [CC BY NC 4.0] and is available on https://jrps.shodhsagar.com  

 
 
 

[48] Palavesh, S. (2021). Co-Creating Business Concepts with Customers: Approaches to the Use 

of Customers in New Product/Service Development. Integrated Journal for Research in Arts and 

Humanities, 1(1), 54–66. https://doi.org/10.55544/ijrah.1.1.9 

[49] Santhosh Palavesh. (2021). Business Model Innovation: Strategies for Creating and Capturing 

Value Through Novel Business Concepts. European Economic Letters (EEL), 11(1). 

https://doi.org/10.52783/eel.v11i1.178 

[50] Vijaya Venkata Sri Rama Bhaskar, Akhil Mittal, Santosh Palavesh, Krishnateja Shiva, Pradeep 

Etikani. (2020). Regulating AI in Fintech: Balancing Innovation with Consumer Protection. 

European Economic Letters (EEL), 10(1). https://doi.org/10.52783/eel.v10i1.1810 

[51] Challa, S. S. S. (2020). Assessing the regulatory implications of personalized medicine and the 

use of biomarkers in drug development and approval. European Chemical Bulletin, 9(4), 134-

146.D.O.I10.53555/ecb.v9:i4.17671 

[52] EVALUATING THE EFFECTIVENESS OF RISK-BASED APPROACHES IN 

STREAMLINING THE REGULATORY APPROVAL PROCESS FOR NOVEL THERAPIES. 

(2021). Journal of Population Therapeutics and Clinical Pharmacology, 28(2), 436-448. 

https://doi.org/10.53555/jptcp.v28i2.7421 

[53] Challa, S. S. S., Tilala, M., Chawda, A. D., & Benke, A. P. (2019). Investigating the use of 

natural language processing (NLP) techniques in automating the extraction of regulatory 

requirements from unstructured data sources. Annals of Pharma Research, 7(5), 380-387. 

[54] Challa, S. S. S., Chawda, A. D., Benke, A. P., & Tilala, M. (2020). Evaluating the use of 

machine learning algorithms in predicting drug-drug interactions and adverse events during the 

drug development process. NeuroQuantology, 18(12), 176-186. 

https://doi.org/10.48047/nq.2020.18.12.NQ20252 

[55] Ranjit Kumar Gupta, Sagar Shukla, Anaswara Thekkan Rajan, Sneha Aravind, 2021. "Utilizing 

Splunk for Proactive Issue Resolution in Full Stack Development Projects" ESP Journal of 

Engineering & Technology Advancements  1(1): 57-64. 

[56] Rishabh Rajesh Shanbhag, Rajkumar Balasubramanian, Ugandhar Dasi, Nikhil Singla, & 

Siddhant Benadikar. (2021). Developing a Scalable and Efficient Cloud-Based Framework for 

Distributed Machine Learning. International Journal of Intelligent Systems and Applications in 

Engineering, 9(4), 288 –. Retrieved from https://ijisae.org/index.php/IJISAE/article/view/6761 

[57] Siddhant Benadikar. (2021). Evaluating the Effectiveness of Cloud-Based AI and ML 

Techniques for Personalized Healthcare and Remote Patient Monitoring. International Journal on 

Recent and Innovation Trends in Computing and Communication, 9(10), 03–16. Retrieved from 

https://www.ijritcc.org/index.php/ijritcc/article/view/11036 

[58] Challa, S. S., Tilala, M., Chawda, A. D., & Benke, A. P. (2019). Investigating the use of natural 

language processing (NLP) techniques in automating the extraction of regulatory requirements from 

unstructured data sources. Annals of PharmaResearch, 7(5), 380-387 

https://jrps.shodhsagar.com/


SHODH SAGAR®   

International Journal for Research Publication and Seminar 
ISSN: 2278-6848  |  Vol. 13  |  Issue 1  |  Jan - Mar 2022  |  Peer Reviewed & Refereed   

 
 

 
 

 341 
   

© 2022 Published by Shodh Sagar. This is an open access article distributed under the terms of the Creative 
Commons License [CC BY NC 4.0] and is available on https://jrps.shodhsagar.com  

 
 
 

[59] Dr. Saloni Sharma, & Ritesh Chaturvedi. (2017). Blockchain Technology in Healthcare Billing: 

Enhancing Transparency and Security. International Journal for Research Publication and Seminar, 

10(2), 106–117. Retrieved from https://jrps.shodhsagar.com/index.php/j/article/view/1475 

[60] Dr. Saloni Sharma, & Ritesh Chaturvedi. (2017). Blockchain Technology in Healthcare Billing: 

Enhancing Transparency and Security. International Journal for Research Publication and Seminar, 

10(2), 106–117. Retrieved from https://jrps.shodhsagar.com/index.php/j/article/view/1475 

[61] Saloni Sharma. (2020). AI-Driven Predictive Modelling for Early Disease Detection and 

Prevention. International Journal on Recent and Innovation Trends in Computing and 

Communication, 8(12), 27–36. Retrieved from 

https://www.ijritcc.org/index.php/ijritcc/article/view/11046 

[62] Fadnavis, N. S., Patil, G. B., Padyana, U. K., Rai, H. P., & Ogeti, P. (2020). Machine learning 

applications in climate modeling and weather forecasting. NeuroQuantology, 18(6), 135-145. 

https://doi.org/10.48047/nq.2020.18.6.NQ20194 

[63] Narendra Sharad Fadnavis. (2021). Optimizing Scalability and Performance in Cloud Services: 

Strategies and Solutions. International Journal on Recent and Innovation Trends in Computing and 

Communication, 9(2), 14–21. Retrieved from 

https://www.ijritcc.org/index.php/ijritcc/article/view/10889 

[64] Patil, G. B., Padyana, U. K., Rai, H. P., Ogeti, P., & Fadnavis, N. S. (2021). Personalized 

marketing strategies through machine learning: Enhancing customer engagement. Journal of 

Informatics Education and Research, 1(1), 9. http://jier.org 

[65] Bhaskar, V. V. S. R., Etikani, P., Shiva, K., Choppadandi, A., & Dave, A. (2019). Building 

explainable AI systems with federated learning on the cloud. Journal of Cloud Computing and 

Artificial Intelligence, 16(1), 1–14. 

[66] Vijaya Venkata Sri Rama Bhaskar, Akhil Mittal, Santosh Palavesh, Krishnateja Shiva, Pradeep 

Etikani. (2020). Regulating AI in Fintech: Balancing Innovation with Consumer Protection. 

European Economic Letters (EEL), 10(1). https://doi.org/10.52783/eel.v10i1.1810 

[67] Dave, A., Etikani, P., Bhaskar, V. V. S. R., & Shiva, K. (2020). Biometric authentication for 

secure mobile payments. Journal of Mobile Technology and Security, 41(3), 245-259. 

[68] Saoji, R., Nuguri, S., Shiva, K., Etikani, P., & Bhaskar, V. V. S. R. (2021). Adaptive AI-based 

deep learning models for dynamic control in software-defined networks. International Journal of 

Electrical and Electronics Engineering (IJEEE), 10(1), 89–100. ISSN (P): 2278–9944; ISSN (E): 

2278–9952 

[69] Narendra Sharad Fadnavis. (2021). Optimizing Scalability and Performance in Cloud Services: 

Strategies and Solutions. International Journal on Recent and Innovation Trends in Computing and 

Communication, 9(2), 14–21. Retrieved from 

https://www.ijritcc.org/index.php/ijritcc/article/view/10889 

[70] Prasad, N., Narukulla, N., Hajari, V. R., Paripati, L., & Shah, J. (2020). AI-driven data 

governance framework for cloud-based data analytics. Volume 17, (2), 1551-1561. 

https://jrps.shodhsagar.com/


SHODH SAGAR®   

International Journal for Research Publication and Seminar 
ISSN: 2278-6848  |  Vol. 13  |  Issue 1  |  Jan - Mar 2022  |  Peer Reviewed & Refereed   

 
 

 
 

 342 
   

© 2022 Published by Shodh Sagar. This is an open access article distributed under the terms of the Creative 
Commons License [CC BY NC 4.0] and is available on https://jrps.shodhsagar.com  

 
 
 

[71] Big Data Analytics using Machine Learning Techniques on Cloud Platforms. (2019). 

International Journal of Business Management and Visuals, ISSN: 3006-2705, 2(2), 54-58. 

https://ijbmv.com/index.php/home/article/view/76 

[72] Shah, J., Narukulla, N., Hajari, V. R., Paripati, L., & Prasad, N. (2021). Scalable machine 

learning infrastructure on cloud for large-scale data processing. Tuijin Jishu/Journal of Propulsion 

Technology, 42(2), 45-53. 

[73] Narukulla, N., Lopes, J., Hajari, V. R., Prasad, N., & Swamy, H. (2021). Real-time data 

processing and predictive analytics using cloud-based machine learning. Tuijin Jishu/Journal of 

Propulsion Technology, 42(4), 91-102 

[74] Secure Federated Learning Framework for Distributed Ai Model Training in Cloud 

Environments. (2019). International Journal of Open Publication and Exploration, ISSN: 3006-

2853, 7(1), 31-39. https://ijope.com/index.php/home/article/view/145 

[75] Paripati, L., Prasad, N., Shah, J., Narukulla, N., & Hajari, V. R. (2021). Blockchain-enabled 

data analytics for ensuring data integrity and trust in AI systems. International Journal of Computer 

Science and Engineering (IJCSE), 10(2), 27–38. ISSN (P): 2278–9960; ISSN (E): 2278–9979. 

[76] Kumar, A. (2019). Implementation core business intelligence system using modern IT 

development practices (Agile & DevOps). International Journal of Management, IT and 

Engineering, 8(9), 444-464. https://doi.org/10.5281/zenodo.1234567 

[77] Tripathi, A. (2020). AWS serverless messaging using SQS. IJIRAE: International Journal of 

Innovative Research in Advanced Engineering, 7(11), 391-393. 

[78] Tripathi, A. (2019). Serverless architecture patterns: Deep dive into event-driven, 

microservices, and serverless APIs. International Journal of Creative Research Thoughts (IJCRT), 

7(3), 234-239. Retrieved from http://www.ijcrt.org 

[79] Challa, S. S. S., Tilala, M., Chawda, A. D., & Benke, A. P. (2019). Investigating the use of 

natural language processing (NLP) techniques in automating the extraction of regulatory 

requirements from unstructured data sources. Annals of Pharma Research, 7(5),  

[80] Challa, S. S. S., Tilala, M., Chawda, A. D., & Benke, A. P. (2021). Navigating regulatory 

requirements for complex dosage forms: Insights from topical, parenteral, and ophthalmic products. 

NeuroQuantology, 19(12), 15. 

[81] Tilala, M., & Chawda, A. D. (2020). Evaluation of compliance requirements for annual reports 

in pharmaceutical industries. NeuroQuantology, 18(11), 27. 

 

https://jrps.shodhsagar.com/

