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Abstract 
 

  “Data mining is the process of analyzing data from different 

perspectives and summarizing the results as useful information.” Data 

Mining is the procedure which includes evaluating and examining large 

pre-existing database in order to generate new information which may be 

essential to the organization .The extraction of new information is predicated using the existing 

database. 
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1. Introduction 
  

Cyber Crime is technology based crime committed by technocrats. This paper deals with 

Variants of cyber crime held in Chhattisgarh between 2005to 2018. Under this, the Age wise 

Clustering of arrested people has been displayed on basis of cybercrime in Chhattisgarh .data 

mining K-Mean algorithm is used for clustering. 

 

2. Methodology 
    

Cluster analysis or clustering is the process of partitioning a set of data objects into 

subsets. Each subset is a cluster, such that objects in a cluster resemble one another, yet 

dissimilar to objects in other clusters. In this context K-Mean methods may generate different 

clustering’s on the Cyber Crime dataset. The partitioning is not performed by humans, but by 

the clustering algorithm K-Mean clustering algorithms were used for formation of clusters on 

cyber crime database. The data was collected from the National crime record bureau (2005 to 
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2018) data set converted into iris dataset using in python. The data set contains the various 

instances and the 4 attributes. The attributes are year, Crime type (act according), People 

arrested, Crime type. The algorithm is used in following manner: 

 
2.1 K-Mean Technique: 

        The k-mean algorithm takes the input parameter, k, and a Partitions of n objects 

into k clusters so that the resulting intracluster similarity is high but the intracluster 

similarity is low. Cluster similarity is measured in regard to the mean value of the objects 

in a cluster, which can be viewed as the cluster‘s centeroid or center of gravity. 

Algorithm k-means. The k-means algorithm for partitioning, where each cluster’s center 

is represented by the mean value of the objects in the cluster.  

Input: 

          K: the number of clusters 

          D: a data set containing n objects. 

Output: A set of k clusters 

Method: 

1. Arbitrarily choose k objects from D as the initial cluster centers. 

2. Repeat 

3. Re assign each object to the cluster to which the object is the most similar, based on the     

        mean value of the objects in the cluster. 

4. Update the cluster means, i.e. calculate the mean value of the objects for each cluster. 

5. Until no change. 

 

3. Technology & Dataset 

 
 K-Mean Clustering is one of the popular clustering algorithms. The goal of this 

algorithm is to find groups (clusters) in the given data. K-Means Clustering is one of the 
popular clustering algorithms. The goal of this algorithm is to find groups (clusters) in the given 

data.We implement K-Means algorithm using Python packages: pandas, NumPy, scikit-learn, 
Seaborn and Matplotlib.  

1) Pandas: Pandas is used to working with “relational” or “labeled” data both easy and intuitive. 

It aims to be the fundamental high-level building block for doing practical, real world data 

analysis in Python.  
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2) Numpy: NumPy is used for N-dimensional array object and sophisticated (broadcasting) 
functions.  

3) Scikit-learn:Scikit-learn provideK-Mean algorithms via a consistent interface in Python.  
4) Seaborn:Seaborn is use for data visualization and a high-level interface for drawing 

attractive and informative statistical graphics.  
5) Matplotlib:Matplotlib is used for 2D plotting library which produces publication quality 

figures in a variety of hardcopy formats and interactive environments across platforms. 

 

 

 The data was collected from the National crime record bureau (2005 to 2018) data set 

converted into iris dataset using in python. The data set contains the various instances and the 4 

attributes. The attributes are year, Crime type (act according IT ACT-0,IPC ACT-1), No.of 
crime (0,1) Act wise,People arrested(0,1) Act wise.  

 

4. Result  
In every model, the accuracy and the cost analysis plays an important role in the acceptance of 

that model for the application. Result Show elbow method according elbow method we 3 cluster 

are used result show three cluster symbol and numeric value. This operation performs in IT/IPC 

ACT Data Set. 

   

K-Mean Cluster Result for Cyber Crime  (IT/IPC ACT) Dataset 

Attribute: 3 

 

 

Test Mode: Evaluate data set 

No. of iterations: 7 

Result of Elbow Method 
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No. of Cluster & Centroids : 

 

Cluster0 (n=5): 

Cluster1 (n=5): 

Cluster2 (n=5): 

           year  IPCACT  ITACT 

Cluster                        

0        2012.0    10.0   13.2 

1        2007.0    13.8    1.4 
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2        2017.0    37.4   41.2 

 

Conclusion 
 

This paper presents a K-Mean clustering using python. It is taking cyber crime dataset 

(Chhattisgarh Durg District) from 2005 to 2018) and classification of peoples arrested in that 

year by cluster. it also helpful for other prescribe dataset. 
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