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Abstract:- SONET was designed to efficiently carry 

Plesiochronous Digital Hierarchy  telephony channels such as 

T1/T3. This was easily achieved by dividing its payload area 

within fixed slots called virtual tributaries. In this paper we have 

Study of Frame format within case of SDH & SONET at 

different Carrier levels & analysis of payload bandwidth within 

SDH & SONET at different Carrier levels. We have study of analysis of line rate within case of 

SDH & SONET at different Carrier levels & comparative analysis of data transmission within 

Case of SDH, SONET & other technologies. 
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1. INTRODUCTION 

SONET & SDH often use different terms to 

describe identical features or functions. This 

could cause confusion & exaggerate their 

differences. With a few exceptions, SDH 

could be thought of as a superset of SONET. 

SONET is a set of transport containers that 

allow for delivery of a variety of protocols, 

including traditional telephony, ATM, 

Ethernet, & TCP/IP traffic. SONET 

therefore is not in itself a native 

communications protocol & should not be 

confused as being necessarily connection-

oriented in way that term is usually used. 

The protocol is a heavily multiplexed 

structure, with header interleaved between 

data in a complex way. This permits 

encapsulated data to have its own frame rate 

& be able to "float around" relative to 

SDH/SONET frame structure & rate. This 

interleaving permits a very low latency for 

encapsulated data. Data passing through 

equipment could  be delayed by at most 

32 microseconds (µs), compared to a frame 

rate of 125 µs; many competing protocols 
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buffer data during such transits for at least 

one frame or packet before sending This on. 

Extra padding is allowed for multiplexed 

data to move within overall framing, as data 

is clocked at a different rate than frame rate. 

protocol is made more complex by decision 

to permit this padding at most levels of 

multiplexing structure, but This improves 

all-around performance. 

HDT packet structure 

Traditional SONET framing carries only one 

type of payload identified by a unique PSL 

value for each type. HDT extends this 

identification to a per-packet level by 

marking every packet individually. 

In HDT, a user data packet is encapsulated 

with 32-bit Payload Header (PH) that 

identifies type of packet & provides other 

information about packet. This whole packet 

is then framed using a four-byte Simple 

Data Link (SDL) framing header. This & 

other HDT packets are then put inside a 

SONET SPE to carry a wide mix of fixed & 

variable bandwidth data. 

The SDL framing protocol prefixes a 

payload with a 32-bit word, 16 bits of which 

hold length of packet. other 16 bits contain 

CRC (Cyclic Redundancy Check) for length 

field. SDL provides a robust CRC-16 based 

framed boundary delineation mechanism 

(compared with  traditional 0x7E delimiter) 

that solves all current POS issues like 

robustness in bad BER conditions, variable 

packet size expansion, & malicious long-

packet scrambler manipulation. 

2. LITERATURE REVIEW. 

In another research by Mr. Bhupesh 

Bhatia, Mr. Vijay Raj Shokeen & Dr. 

Narendra Kumar Verma in their 

research titled “Difference Between Sonet 

& Obs On  Basis Of Block Diagram” 

Introduced To Sonet & Optical Burst 

Switching & compare them on  basis of 

various parameters. Firstly, Sufficient 

amount of information is provided so it 

beginner could understand  underlying 

technology. After it a light is thrown on  

early work on burst transmission 

incorporated by  characterize of a new 

emerging protocol for SONET i.e. 

(NGSONET) & then OBS networks called 

Just-Enough-Time (JET) & WB-OBS are 

considered. 

Research titled “Analysis, Optimization 

of SONET/SDH Technology for today & 

future aspects” by Gourav Verma & 

Deepika Ramaiyais dedicated to analysis & 

review of literature for today’s technology & 

future aspects of optical networks. This in 

deep analysis of today’s SONET/SDH 
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Architecture & Reconfigurable structures for 

SONET rings had been discussed so it one 

could formulate  next generation 

SONET/SDH networks. Network layers are 

analyzed for their design & issues of 

researches, while dense wavelength division 

multiplexing equipment had been deployed 

in networks of major telecommunications 

carriers for a long time,  efficiency of 

networking & relation with network control 

& management have not been caught up to 

those of digital cross-connect systems & 

packet-switched counterparts in higher layer 

networks. In this paper, focus on issues by 

understanding  current structure of  

SONET/SDH Layers, its connection to other 

network technology layers. It would be 

useful for current OPMA 

3. PACKET FRAMES  

In packet-oriented data transmission, such as 

Ethernet, a packet frame usually consists of 

a header & a payload. header is transmitted 

first, followed by payload (and possibly a 

trailer, such as a CRC). In synchronous 

optical networking, this is modified slightly. 

header is termed overhead, & instead of 

being transmitted before payload, is 

interleaved with this during transmission. 

Part of overhead is transmitted, then part of 

payload, then next part of overhead, then 

next part of payload, until entire frame has 

been transmitted. 

SDH FRAME 

The STM-1 frame is basic transmission 

format for SDH—the first level of 

synchronous digital hierarchy. STM-1 frame 

is transmitted within exactly 125 µs, 

therefore, there are 8,000 frames per second 

on a 155.52 Mbit/s OC-3 fiber-optic circuit. 

STM-1 frame consists of overhead & 

pointers plus information payload. first nine 

columns of each frame make up Section 

Overhead & Administrative Unit Pointers, & 

last 261 columns make up Information 

Payload. pointers (H1, H2, H3 bytes) 

identify administrative units (AU) within 

information payload. Thus, an OC-3 circuit 

could carry 150.336 Mbit/s of payload, after 

accounting for overhead. 

4. OBJECTIVE OF RESEARCH 

1. Study of Frame format within case of 

SDH & SONET at different Carrier 

levels 

2. Analysis of payload bandwidth 

within SDH & SONET at different 

Carrier levels 

3. Analysis of line rate within case of 

SDH & SONET at different Carrier 

levels 
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4. Comparative analysis of data 

transmission within Case of SDH, 

SONET & other technologies. 

 

5. PROPOSED WORK 

There are lots of things happening in a 

SONET/SDH system and things can get 

complex fairly quickly. We have tried to 

“layer” the description, starting with the 

simpler, overview subjects and then going to 

the more complex. 

Understanding Error Checking Using 

Parity Bytes in SDH/SONET  

BIT Interval Parity (BIP) 

Networks Compared to PDH/T-Carrier 

systems, SDH/SONET systems provide 

advanced network management features. 

One of the most important is that any bit 

errors can be assigned to a particular portion 

of the network, meaning that it is easier to 

isolate the source of the error. This feature is 

made possible thanks to a special technique 

known as “Bit Interleaved Parity” (BIP). 

Bit Interleaved Parity (BIP-X) code is 

defined as a method of error monitoring. 

With “even” parity (as opposed to “odd” 

parity) an X-bit code is generated by the 

transmitting equipment over a specified 

portion (also called “block”) of the frame.  

BIP Calculation applied to SDH/SONET 

Networks 

As mentioned previously, the BIP technique 

allows error performance monitoring in real 

time in the SDH/SONET networks and is 

calculated on a frame by frame basis. The 

results of the BIP check for each link section 

of the network are inserted into parity bytes 

known as: B1, B2, B3, V5. In addition, 

Remote Error Indication (REI) signals are 

sent back to the equipment at the originating 

end of a path. 

6. CONCLUSION 

The increased configuration flexibility & 

bandwidth availability of SO-NET provides 

significant advantages over older 

telecommunications system. The line rate is 

a physical layer term that has nothing to do 

with the line cards or switching fabrics. It 

indicates the actual speed with which the 

bits are sent onto the wire (and is thus also 

known as physical layer gross bit rate). 

SONET is consider better as there is no 

standard for SDH in case of 51.84 Mbps. 

Sonet is working at all rates. Here payload is  

User data (774 bytes for STM-0/STS-1, or 

2,340 octets for STM-1/STS-3c) In case of 

STS-1, the payload is referred to as the 

synchronous payload envelope (SPE), which 
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in turn has 18 stuffing bytes, leading to the 

STS-1 payload capacity of 756 bytes. 

References 

[1] ITU-T Standard G.707, “‘Network node 

interface for synchronous digital hierarchy,” 

ZW0. pp. 118-126.  

[2] ANSI Tl.105-2001, “Synchronous 

optical network (SONET). Basic description 

including multiplexing smcme, rates md 

formats,” .  

[3] E. Rosen, A. Viswanathan, & R. 

Callon.(2001, Jan.)Multiprotocol label 

switching architecture. IETF, RFC 3031.  

[4] R. Doverspike & P. Magill, “Optical 

Fiber Telecommunications”, within CON, 

Overlay Networksand Services. Amsterdam, 

Netherlands: Elsevier, 2008.  

[5] R. Doverspike, K. K. Rama-krishnan & 

C. Chase, “Guide to Reliable Internet 

Services & Applications”, within Structural 

Overview of commercial Long Distance IP 

Networks, C. Kalmanek, S. Misra, & R. 

Yang, Eds. 1st ed.New York: Springer-

Verlag, 2010.  

[6] R. Doverspike & P. Magill, “Chapter 

13in Optical Fiber Telecommunications V 

inCommercial Optical Networks, Overlay 

Networksand Services”. Amsterdam, 

Netherlands:Elsevier, 2008.  

[7]Bellcore, Operations 

ApplicationMessagesLanguage for 

Operations Application Messages, TR-

NWT-000831.[Online]. Available: 

http://telecominfo-telcordia.com/.  

[8] U. Black, “Network 

ManagementStandards SNMP, CMIP, 

TMN, MIBs,  and Object Libraries”, A. 

Bittner, Ed.New York: McGraw-Hill, 1995, 

ISBN: 007005570X.  

[9] J. Zuidweg,”Next Generation 

IntelligentNetworks”. Norwood, MA: 

Artech House,2002.  

[10] A. Gerber & R. Doverspike, “Traffic 

typesand growth within backbone networks, 

inProc. Conf. Opt. Fiber Communication “, 

Nat. FiberOpt. Eng. Conf., Los Angeles, 

CA, Mar. 2011,pp. 1–3.  

[11] IEEE, “Carrier Sense Multiple Access 

with Collision Detection(CSMA/CD) 

Access Method & Physical Layer 

Specifications,” IEEEStd 802.3-2008, 

December 26, 2008.  

[12] J. Yates & Z. Ge, “Chapter 12 within 

Guide toReliable Internet Services & 

Applications,in Network Management: Fault 

Management,Performance Management, & 

PlannedMaintenance”, C. Kalmanek, S. 

Misra, & R. Yang, Eds., 1st ed. New 

York:Springer-Verlag, 2010.  



© INTERNATIONAL JOURNAL FOR RESEARCH PUBLICATION & SEMINAR 

ISSN: 2278-6848   |   Volume:  08  Issue: 05    |    April - June   2017 

Paper is available at   www.jrps.in   |    Email : info@jrps.in 
 

[13] C. Spurgeon, “Ethernet, Definitive 

Guide,” O´Reilly, ISBN 1-56- 592660-9, 

2000.  

[14] M. D. Feuer, D. C. Kilper, andS. L. 

Woodward, “Chapter 8 within Optical Fiber 

Telecommunications V B,inROADMs & 

Their System Applications Amsterdam,” 

Netherlands: Elsevier,2008.  

[15] M. Ali, G. Chiruvolu & A. Ge, “Traffic 

Engineering in Metro Ethernet,”IEEE 

Network, pp. 10-17, Mar./Apr. 2005.  

[16] W. Stallings, “Data & Computer 

Communications,” Prentice Hall, 7th 

edition, ISBN 0-13-1000681-9, 2004.  

[17]W. Stallings, “Data & Computer 

Communications,” Prentice Hall, 7thedition, 

ISBN 0-13-1000681-9, 2004.  

[18] IETF RFC 2328, OSPF Version 2, Apr. 

1998.[Online]. Available: 

http://www.ietf.org/rfc/rfc2328.txt.  

[19] IETF RFC 4090, “Fast Reroute 

Extensionsto RSVP-TE for LSP Tunnel”, 

May 2005.[Online]. Available: 

http://www.ietf.org/rfc/rfc4090.txt.  

[20] X. He, M. Zhu, & Q. Chu, 

“Transporting Metro Ethernet Servicesover 

Metropolitan Area Networks”, in 

Proceedings of IEEE 

InternationalConference on Sensor 

Networks, Ubiquitous, & 

TrustworthyComputing, 2006, pp. 178-185.  


